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Abstract

The industrial deployment of real-time modeling and analysis techniques such as schedulability analysis creates an urgent need for methods and tools to calculate the execution time of real-time software. Recent advances in this area are promising, but there is yet no integrated solution taking into account the multitude of aspects relevant for execution time analysis in an industrial context.

In this article we present an architectural framework for execution time analysis. The framework is modular and extendible, in that interfaces and data structures are clearly defined to allow new modules to be added and old ones to be replaced, e.g., making it possible for analysis modules for different CPUs to share the same program flow analysis modules.

The architecture is intended to be included in an integrated development environment for real-time programs thereby allowing engineers to integrate execution time analysis in their everyday edit-compile-test-debug cycle.

In addition to presenting the architecture, we demonstrate that the proposed architecture is general enough to integrate existing execution time analysis techniques.
1 Introduction

An increasing number of vehicles, appliances, power plants, etc. are controlled by computer systems interacting in real-time with their environments. Since failure of many of these real-time computer systems may endanger human life or substantial economic values, there is a high demand for development methods which minimize the risk of failure.

During the last decades schedulability analysis has been developed to support the development of real-time system [ABD+95, SSNB95]. Schedulability analysis is performed á priori to ensure that a set of processes running in a computer system will always meet their deadlines. Today, schedulability analysis has matured to a degree where it is practically useful in an industrial engineering context [CRTM98]. One of the key components in the software abstraction used to perform schedulability analysis is the Worst-Case Execution Time (WCET) of software components. Knowledge of the WCET is also useful in modeling, simulation and formal verification of time critical systems, when implementing time critical sections of code or when tuning the performance of a program.

While modern schedulability analysis dates back to the 70’s [LL73], the problem of determining a program’s WCET (called WCET analysis) remained largely untackled until the late 80’s [PK89]. During the last few years WCET analysis has been studied with an increasing intensity by a number of research groups around the world. The vast majority of existing results are focused on some particular subproblem of WCET analysis, e.g. semantical analysis to determine the possible set of worst case paths [CBW94, EG97, HSRW98, PS90, PS95], or modeling of architectural features such as pipelines and caches [FMW97, HAM+99, LMW96, LBJ+95, LS98, OS97].

The advances in WCET analysis, together with the demand for WCET estimates resulting from the industrial deployment of real-time scheduling techniques, makes it both possible and appropriate to introduce WCET analysis in an industrial development context. (Not withstanding that there still are many interesting technical challenges to address.) The vision of our research group is to create a WCET tool which will be accepted and used by real-time practitioners. We are convinced that this requires WCET analysis to be integrated with program development as a natural part of the edit-compile-test-debug cycle.

A WCET tool should ideally be a component in an integrated development environment, making it a natural part of the real-time programmers’ tool chest, just like profilers, hardware emulators, compilers, and source-code debuggers. In this way, WCET analysis will be introduced into the natural work-flow of the real-time software engineer. To this end we are cooperating with IAR Systems (Uppsala, Sweden), an embedded systems programming-tools vendor. IAR Systems and our focus is on embedded systems. Methods for these type of systems must allow for a multitude of different hardware variants to be analyzed, since embedded systems capabilities range from 8-bit CPUs with a few hundred bytes of memory to 32-bit RISC processors with pipelines, caches and megabytes of memory.

Today, most embedded systems are programmed in C, C++ and assembly language [SKO+96]. In the future more sophisticated languages, like Ada and Java, are likely to
be more widely used. Thus, since imperative languages are dominant in the embedded systems market, we limit ourselves to these languages, but make no assumptions about which specific language.

In this article we present an architecture for a WCET analysis tool, with the purpose of creating a framework which allows available pieces of WCET analysis to be integrated and missing pieces to be identified. The architecture should be general enough to be able to incorporate and reuse the work of other researches in the field, without sacrificing precision in the analysis for the sake of generality. The architecture should also allow less precise WCET analysis, to shorten the analysis time in cases when a less accurate estimate can be tolerated or to facilitate faster re-targeting to new hardware platforms.

To our knowledge only one other complete architecture for WCET analysis has been presented in the literature [HAM+99]. However, this architecture does not explicitly consider the integration of different methods for solving various subproblems of WCET analysis.

The main contributions of this article are the following:

- We present a general architecture for WCET analysis, incorporating both source-code oriented program-flow analysis and target-machine specific low-level analysis.

- We present the state-of-the-art WCET research results and illustrate how these can be integrated into the proposed architecture.

- We provide well-defined interfaces between the modules of our architecture. This facilitates modular extensions and upgrading of WCET tools built upon the architecture, which in turn allows qualitative comparisons between different approaches to the various subproblems of WCET analysis.

**Article Outline**: We start, in Section 2, with an overview of the WCET analysis process, and in Section 3 we present our architectural framework for WCET analysis. In sections 4 to 7 we present the components of the architecture in greater detail, and show how current WCET analysis techniques fit into our architecture. Section 8 outlines our future plans, and in Section 9 we give some concluding remarks.

## 2 Overview of WCET Analysis

The goal of WCET analysis is to generate a safe (i.e. no underestimation) and tight (i.e. small overestimation) estimate of the worst-case execution time of the program. A related problem is that of finding the *Best-Case Execution Time* (BCET) of a program. BCET values are sometimes of interest, e.g. in limiting the jitter in schedulability analysis, but will not be considered further in this paper since BCET analysis is similar to WCET analysis and since WCET is the primary concern for real-time systems. See Figure 1 for an illustration of WCET, BCET, tightness, and safe estimates.

When performing WCET estimation we assume that the program execution is uninterrupted (no preemptions or interrupts) and that there are no interfering background activities, such as direct memory access (DMA) and refresh of D-RAM. Timing interference
caused by this type of resource contention is postponed to the subsequent schedulability analysis [BMSE+96, LHS+96].

To give an intuition for how WCET analysis is performed, we will follow the work flow of a program from source code to the final WCET estimate. The first step is to compile the source code into object code.

In order to determine the worst-case execution time of the program, we need to analyze the program flow. This gives us flow information that provides information about which functions get called, how many times loops iterate, etc. The flow analysis can either be performed in conjunction with the compilation of the program, e.g. by a special compiler module analyzing the program, or by a separate tool.

The worst-case execution time of the program depends on both the flow of the program (as reflected by the program flow information) and the object code. The object code is (conceptually) partitioned into basic blocks. The flow information determines how to sequence the basic blocks to form the “worst-case execution” of the program.

In order to calculate the worst-case execution time, we need to determine the execution time for each basic block. Unfortunately, contemporary hardware features like pipelines, caches, and branch predictors make this quite complicated. For older micro-controllers like the Z80 [ZiL95] and 8051 [Int94], each instruction has a fixed execution time and the execution time of a basic block can be determined by simple addition. For modern CPUs, the instructions typically have a variable execution time, e.g. for a pipelined CPU, the execution time of an instruction varies with the amount of overlap with neighboring instructions. For a CPU with cache memory, the time required for memory accesses depends on whether the accessed memory word is in the cache or not. Tight WCET analysis requires these types of hardware features to be taken into account. Determining the execution time of basic blocks is known as low-level analysis.

Finally, the WCET for the entire program is calculated by finding the program path that takes the longest time, given the constraints of the flow information and the execution time of each basic block from the low-level analysis.
3 Architectural Overview

This section presents an overview of our proposed architecture for WCET analysis. The architecture integrates a variety of tools and methods in order to accommodate many different development scenarios. An illustration of the architecture is shown in Figure 2.

The architecture allows program sources (input) to be given in a combination of high-level language code, assembler code, and annotations. From these inputs, object code and a context tree containing the program flow information is generated. Low-level analysis is then applied to generate a timing graph (containing execution times for basic blocks and executable program paths) from which the WCET can be calculated.

In the following subsections, we will introduce the components in the architecture. A more detailed discussion on methods and data structures is left to Sections 4 to 7.

We will use the the example program in Figure 3 to illustrate the process of WCET analysis in our architecture. Note that the chip we have used in the example, the NEC V850 [NEC95], has both 16- and 32-bit instructions. Also note that the loop has been compiled into a do-while-loop, since it always iterates at least once. For the flow analysis, we assume that the parameter \( j \) is limited to the range \([1..10]\) (this information could be provided by the user, or by automatic program analysis).

---

1 A basic block is a piece of code that is executed in sequence (contains no jumps or branches, and there are no jumps into the sequence).
3.1 Program Sources

The program sources are anything that might generate object code and/or flow information. In Figure 2 we have included the most common sources.

- A compiler converts high-level language code into object code. To make it possible to take advantage of the program analysis performed by the compiler, we include a flow analysis module which collects information from the compiler and performs WCET-specific program analysis based on the collected information. The flow analysis module should be tightly coupled to the compiler, in order to facilitate tracing of the effects of compiler optimizations and to take advantage of the compiler's program analysis.

- An assembler converts assembler source code into object code. In our view, an assembler is a rather dumb system that cannot provide flow information for the code. Instead, manual annotations or object code flow analysis is used to provide flow information for the assembler code.

- Libraries are provided by compiler vendors, operating system vendors, and other third party providers. In order to make use of libraries in WCET-analyzed programs, we must have information of the program flow in the libraries. Flow information is either specified by the library provider, or deduced from the object code using object-code flow analysis.
• *User annotations* is a simple way to get information about the flow of a program. The programmer manually provides information about the program flow.

We aim to accommodate all ways in which program code and flow information may enter a project. Most industrial programming projects include a mix of hand-written assembler code, high-level language code, and libraries. Hence, an industrial WCET tool must support the integration of code from several different sources in the same program.

### 3.2 Object-Code Flow Analysis

One way to obtain program flow information is to perform analysis on the object code. Performing analysis on the object code level makes sense for programs containing a high proportion of assembler code.

For programs compiled from high-level code, object code analysis is likely to give a worse result than analysis in conjunction with the compilation process, since most of the information inherent in the source code is thrown away when object code is generated. It is (much) harder to understand the intents of the programmer from the compiled and optimized object code. However, object-code flow analysis can be used in cases where it is impossible to modify the compiler to access its internal data.

### 3.3 Program Data

All information about the program to be analyzed is gathered in the *Program Data* data structure, see Figure 2 on page 4. The program data consists of two parts, the object code and the context tree (containing flow information).

Following the ideas by [FMW97, HAM+99], we view a program as a tree of function calls and loops (and maybe other types of flows). We call each node in this tree a *context*. The tree is called a *context tree*.

The contexts allow us to distinguish between different environments in which a certain basic block can be executed. For example, two different calls to the same function may...
have very different executions (and thus very different execution times) depending on the values of the function arguments. Loops are often considered as contexts.

Each context contains a list of the basic blocks belonging to the context, and the flows between them (as illustrated in Figure 5(b)). Furthermore, information about limits to the flow, like loop bounds and mutually exclusive paths can be added (e.g. based on information from the flow analysis).

The context tree for the example program in Figure 3 is shown in Figure 4(a). Note that the loop is a context of its own, and that the nodes are numbered to indicate the possible existence of other instances of the function and the loop, as illustrated in Figure 4(b). The flow graph (the structure of the object code) for our example program is shown in Figure 5(a). Figure 5(b) shows the content of the loop context (the node foo/loop(1) in the tree in Figure 4(a)). The context includes information from the program analysis: the loop iterates at most 100 times (the information about block L2), the branch L3 is taken at most 59 times, and L4 at most 50 times (this is a consequence of limiting the value of j to [1..10]).

3.4 Low-Level Analysis

As described in Section 2, the purpose of low-level analysis is to determine the execution time for each basic block in the program. We partition low-level analysis into global and local effects analysis, presented below.

3.4.1 Global Effects Analysis

The global effects analysis considers the execution time effects of machine features that may reach across the entire program. Examples of such factors are instruction caches, data caches, branch predictors, and translation lookaside buffers (TLBs) [HP96].
3 Architectural Overview

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{cache_layout.png}
\caption{Cache layout of example program.}
\end{figure}

The global effects analysis uses the object code of the program and the flow information in the context tree to extend the context tree with the execution time effects of the considered machine features. It is sometimes necessary to add new contexts to express certain timing effects.

As an illustration, consider the example program in Figure 3 and a target CPU having an instruction cache with a cache line size of eight bytes, and four cache lines. The cache layout for the example program is shown in Figure 6.

The result of cache analysis for this example in the style of [FMW97] is shown in Figure 7. Each instruction has been categorized as either a cache hit or a cache miss. The cache analysis splits the loop into two contexts, “first iteration” and “successive iterations”. We have highlighted four hits in the “successive iterations” that were misses in the “first iterations”.

3.4.2 Local Effects Analysis

The local effects analysis handles machine timing effects that depend on a single instruction and its immediate neighbors. Examples of such effects are pipeline overlap (see for example [LBJ+95]) and memory access speed.

The local effects analysis takes the context tree from the global effects analysis and the object code for the program, and generates the timing graph. In the timing graph, each
Figure 7: The results of the cache analysis for the example program.

A basic block is present in a copy for each context in which it occurs, since it may have a different execution time for each context.

The calculation of concrete execution times is performed by sending the code to be executed to a simulator for the target architecture. For each basic block, the simulator is provided with an execution scenario. The execution scenario provides information about the execution of each instruction in the basic block, like whether the instruction hits or misses the instruction cache (as generated by the global effects analysis), the speed of the memory accessed, and operand values (from the flow analysis). Whenever a piece of information is missing, worst-case assumptions are used.

3.5 The Simulator

The simulator used in the local effects analysis could be tailor-made for WCET analysis, but preferably, it is a standard simulator provided by the hardware vendor, as part of the compiler, or by a third party simulator specialist.

The simulator should be trace-driven and cycle-accurate, but it does not need to emulate the semantics of the instructions, since program semantics is handled by the flow analysis. For the low-level analysis, only execution times are of interest.
3.6 The Timing Graph

The timing graph combines the program flow with the basic block execution times. Each node in the timing graph corresponds to an execution scenario and has an associated execution time \( (t_{\text{block}}) \). The execution scenario is provided by the context tree – one execution scenario is generated for a basic block for every context in which it occurs.

For pipelined CPUs, the execution time is the time to execute the basic block in isolation. The overlap with other basic blocks is represented by gain terms on the edges connecting the two blocks \( (g_{\text{edge}}) \), as described in [OS97].

The program flow information is expressed by constraints on the execution count variables \( (x_{\text{block}}) \) for edges and basic blocks.

The timing graph for our example program is shown in Figure 8. Figure 8(a) shows the graph with nodes, edges, and execution times (for simplicity, we have excluded the gain terms). Figure 8(b) shows the constraints on the flow. Note that the loop iteration count from Figure 5 (max 100 iterations) has been translated into the constraint \( x_h + x_f = 100 \) (the total number of executions of the basic blocks B and F is equal to 100), since the loop has been split into two contexts in the cache analysis.

3.7 Calculation

The calculator determines the final execution time for a program by solving the optimization problem obtained by maximizing a goal function derived from the timing graph. The goal function is the sum of all execution count variables multiplied with their respective execution times\(^2\):

\[^2\text{the gains are subtracted since they imply a speedup}\]

Figure 8: The timing graph for the example program.
\[ x_a = x_{ab} \]
\[ x_b = x_{ab} = x_{bc} + x_{bd} \]
\[ x_c = x_{bc} = x_{ce} \]
\[ x_d = x_{bd} = x_{de} \]
\[ x_e = x_{ce} = x_{de} = x_{ef} \]
\[ x_f = x_{ef} + x_{if} = x_{fg} + x_{fh} \]
\[ x_g = x_{fg} = x_{gi} \]
\[ x_h = x_{fh} = x_{hi} \]
\[ x_i = x_{gi} + x_{hi} = x_{ij} + x_{if} \]
\[ x_j = x_{ij} \]

\[ x_b + x_f = 100 \]
\[ x_d + x_h \leq 50 \]
\[ x_c + x_g \leq 59 \]
\[ x_a = 1 \]
\[ t_a = 11 \]
\[ g_{ab} = 4 \]
\[ t_b = 12 \]
\[ g_{bc} = 4 \]
\[ t_c = 17 \]
\[ g_{bd} = 3 \]
\[ t_d = 14 \]
\[ g_{ce} = 3 \]
\[ t_e = 20 \]
\[ g_{ef} = 3 \]
\[ t_f = 7 \]
\[ g_{f} = 3 \]
\[ t_g = 17 \]
\[ g_{fg} = 4 \]
\[ t_h = 9 \]
\[ g_{fh} = 3 \]
\[ t_i = 10 \]
\[ g_{hi} = 4 \]
\[ t_j = 5 \]
\[ g_{ij} = 4 \]

Figure 9: Constraint set for example program.

\[ \sum_{\text{block}} x_{\text{block}} \cdot t_{\text{block}} - \sum_{\text{edge}} x_{\text{edge}} \cdot g_{\text{edge}} \]

This is known as the Implicit Path Enumeration Technique (IPET) [PS95].

The constraint set for our example program is shown in Figure 9. We have divided them into the following categories (from left to right in the figure): structural constraints (derived from the structure of the code), flow constraints (expressing limits to the program flow), execution times for basic blocks, and gains for edges. The structural constraints are used to represent the structure of the program flow graph (see e.g. [PS95]). In short, the number of paths entering a basic block is equal to the number of paths exiting the basic block.

Note that the basic block times and edge gains is based on the following assumptions: the CPU uses the V850E pipeline [NEC95], cache misses delay instruction processing by five cycles, and data memory accesses take five cycles in the MEM stage and do not interfere with instruction accesses\(^3\).

4 Flow Analysis

The task of the flow analysis is to identify the possible ways a program can execute. The flow analysis gives us information about the program flow which is used in later stages of the WCET analysis. To facilitate a tight WCET estimate the flow analysis should

\(^3\)The V850 chip does not include a cache. We have assumed one for illustration purposes.
be *context sensitive*, i.e., it should take advantage of the fact that variable values and parameters often have known values in a given context.

The flow information includes information about the maximum looping in the program (which is mandatory, since the WCET would otherwise be infinite), and information about *infeasible paths* (e.g. paths that cannot be executed because of data dependencies). Information about infeasible paths is used to make the analysis tighter, and is desirable but not mandatory.

Flow analysis can be carried out both on the object code and on the source code. In this section, we concentrate on the later approach, since better results can be obtained by analyzing the source code. This is often called *high-level analysis* in the literature.

In many WCET analysis methods [CBW94, LMW96, PS93, TF98], the flow information is given by *manual annotations*, i.e. extra information about the program flow and/or data dependencies is provided by the programmer.

We claim that manual annotations are error prone and should be avoided. It is easy to find examples where, e.g., the maximum number of iterations in a loop is difficult to calculate, and where data dependencies are complicated. Furthermore, programmers may write down what they *think* the code does, not what it *actually* does.

In recent years, there has been some research performed to automatically deduce program flow information, with the goal of reducing the dependence on manual annotations [Alt96, Cha95, EG97, HSRW98, HW99]. However, all of these methods are limited in the types of programs they can handle, and manual annotations probably have to be used in some cases. For example, the analysis method employed may not calculate the kind of information needed, or the automatically deduced information is not tight enough. As anybody who has used a compiler knows, there are cases when programming tools just cannot figure out what is blindingly obvious to the programmer.

### 4.1 Context-Sensitive Calculations

The simplest method for WCET analysis is to calculate just one WCET for a program or a function, disregarding the fact that the execution time can depend on the input parameters. This can lead to large overestimations of the WCET, making the result of WCET analysis less useful.

Instead, we would like the calculations to be *context sensitive*, i.e., they should take advantage of the fact that input parameters often have known limits, e.g. there may be physical limits to the possible values for inputs from the environment or a function may be determined by the context of the call.

If input data varies between different calls to a function, and if the WCET is not independent of the input values, the WCET should be calculated separately for each function call to yield a tighter WCET estimate. An example of such a function, with a heavy input dependence, is shown in Figure 12 on page 19.

The limits of input values to the program (values read from hardware sensors, etc.) have to be given by manual annotations. However, limits on the values of function parameters and variables inside a context should ideally be calculated automatically.
An alternative to handle of input sensitivity is to use modes, as presented in [CBW94]. A mode is a constraint specifying sets of input values to a function that cause identical program flow, which also means identical timing characteristics. However, the modes are not deduced automatically.

Note that in many cases, functions do not exhibit input-dependent timing behavior. According to [Eng99], about one third of the functions in a large selection of embedded real-time programs contained no decisions and would thus have constant execution time (unless individual instructions can have variable execution time). Such functions could be analyzed only once, to speed up the analysis process.

4.2 The Maximum Number of Iterations

The flow analysis should calculate a safe and tight approximation of the maximum number of iterations in loops. Knowing an upper bound for the number of loop iterations for each loop is required to obtain a finite WCET value.

For nested loops, the number of iterations of the inner loop should be estimated for each iteration of the outer loop. This is important to get a tight WCET. However, it might be hard to represent this information in an efficient manner.

The complexity of the loops will determine the difficulty of the loop bound analysis. In the most general case the automatic detection of the number of loop iterations is undecidable. In cases where we cannot determine the maximum number of iterations automatically we have to resort to asking the programmer for guidance (i.e. to provide manual annotations).

When recursion is used in a program, the maximum recursion depth need to be known (just as for loops). Recursion is usually avoided when programming real-time applications, due to potential memory problems and the belief that recursion is harder to understand and analyze than iteration [Jon99]. However, [Eng99] shows that recursive programs do occur in embedded real-time programs (even if it is quite uncommon). Our conclusion is that it is relevant to analyze recursion, but that it is not the most urgent problem to solve.

4.3 Information About Infeasible Paths

Infeasible paths are program paths that cannot be executed. A common form of infeasible path analysis, employed in compilers, is dead code elimination. In other cases, a piece of code may not be dead, but certain execution paths involving it may be impossible (given information about variable values and data dependencies). For example, two if-statements can be mutually exclusive. If infeasible paths can be excluded from the WCET analysis, the WCET estimate may become tighter.

An automatic analysis to find infeasible paths need not be able find each and every infeasible path. It is safe to miss some infeasible paths, but feasible paths must not be pointed out as infeasible, since this might lead to an underestimation of the WCET.
<table>
<thead>
<tr>
<th>Method</th>
<th>Context sensitive calculations</th>
<th>Number of iterations in loops</th>
<th>Maximum depth of recursion</th>
<th>Infeasible paths</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uppsala</td>
<td>✓</td>
<td>✓</td>
<td>✓1</td>
<td>✓</td>
</tr>
<tr>
<td>Paderborn</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>York</td>
<td>✓2</td>
<td>✓2</td>
<td>✓2</td>
<td></td>
</tr>
<tr>
<td>Florida</td>
<td>✓</td>
<td>✓3</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\) The function is supported by the method, but is not implemented. 
\(^2\) Some manual annotations are needed. 
\(^3\) The method handles special types of for-loops.

**The methods:**

Uppsala: Uppsala University and Mälardalen University, Uppsala and Västerås, Sweden. Program analysis (C, Smalltalk/RTT) based on abstract interpretation [EG97, GE98].

Paderborn: C-LAB, Paderborn, Germany. Program analysis (C) based on symbolic execution [Alt96].

York: University of York, York, Great Britain. Program analysis (Ada) based on symbolic execution [Cha94, Cha95].

Florida: Florida State University, Tallahassee, USA. Analysis of certain types of loops in C [HSRW98, HW99].

**Table 1: Overview of flow information calculation capabilities**

### 4.4 Automatic Flow Analysis

Program flow analysis is used extensively in optimizing compilers [Muc97]. However, the analysis performed in a compiler typically deduces other information than that needed for WCET analysis, and as a result, there has been some research into WCET-specific program flow analysis. Table 1 gives an overview of the capabilities of some of the flow analysis developed for WCET analysis.

We will use the example in Figure 3 on page 5 to demonstrate how the Uppsala method in Table 1 works (abstract interpretation over integer intervals). With this method we calculate the values of variables, the maximum number of iterations of loops, and infeasible paths in the program. The results are shown in Figure 10.

The flow analysis calculates these results by performing the following steps:

1. All variables that do not influence the control flow are identified and ignored in the analysis (e.g. as by [HW99]). In this case i and j determine program flow but the array a does not influence the flow.

2. Input values for the considered variables are accounted for (in this case we assume that \( j = [1..10] \)).

3. The values of the variables are approximated for each program point. This analysis uses abstract interpretation where integers are represented by intervals. The most important values are shown in Figure 10.
void foo (int j, int a[])  
{  
    int i;  
    for (i=100; i>0; i--)  
    {  
        if(j>50)  
            a[i] = 2*i;  
        else  
            a[i] = i;  
        j++;  
    }  
}  

\[ j = [1..10] \]
\[ i = [-\infty..\infty] \]
\[ i = [1..100], x_{L2} = 100 \]
\[ j = [51..109], 50 \leq x_{L3} \leq 59 \]
\[ j = [1..50], 41 \leq x_{L4} \leq 50 \]
\[ i = [0..0], j = [101..110] \]

Figure 10: Example program with analysis results

4. The minimum and maximum number of iterations in the loop are calculated, and the corresponding constraint \( x_{L2} = 100 \) is generated.

5. The infeasible paths in the program are calculated. In the example program, it is structurally conceivable that either L3 or L4 are executed on all iterations of the loop. However, taking the information about the \( j \) variable into account allows us to deduce that L3 can be executed at most 59 times. The corresponding limit for L4 is 50 times.

The information generated about the program flow is included in the final timing analysis (see Figure 9 on page 11). Note that the basic blocks on which the analysis was performed have been split into several timing graph nodes. E.g., \( x_{L2} \) in Figure 5 on page 7 has been transformed to \( x_b + x_f \) in Figure 8 on page 10.

4.5 Compiler Integration

As mentioned in Section 3.1, the compiler can provide important information for the flow analysis tool. Integrating the flow analysis with the compiler has several advantages:

- The compiler source-language parser can be used, which makes the flow analysis tool easier to write. This is the most basic form of compiler-analysis integration.
- The analysis can take advantage of the compiler’s information about the program.
- It becomes easier to handle the problems introduced by optimizing compilers.
- The analysis can be performed on the intermediate code used in the compiler.
4.5.1 Using Program Information

All compilers perform extensive program analysis, in order to generate code and optimize the programs. The generated information is certainly useful for flow analysis, and making it available to the flow analysis tool will substantially facilitate the design of this tool.

4.5.2 Handling Optimizations

An important problem for flow analysis is how to handle the optimizations performed by a modern compiler. For a simple compiler, the source code and the object code have the same structure, which makes it easy to map the analysis results from the source code to the object code (this mapping is needed since the flow on the object-code level is used to calculate the WCET). For an optimizing compiler, the relation is non-trivial: flows can be changed, introduced, and deleted, and loops can be unrolled, inverted, split, etc.

To overcome this problem, the flow analysis must know how the program has been optimized. This requires cooperation between the compiler and the flow analysis tool. Some research has been performed on this [EAE98, LKM98].

4.5.3 Intermediate-Code Analysis

Flow analysis is usually considered to be performed on the source code of a program (C, Ada, or other high-level languages). This approach has the advantage of making it easier to understand the programmer’s intentions, and facilitating communication with the programmer about the program. The major disadvantage of performing flow analysis on the program source code is that it can be quite difficult to map the information from the source code to the object code, especially in the presence of optimizing compilers (as discussed above).

The most extreme alternative is to perform the flow analysis on the object code, which makes the mapping problem disappear. However, the object code contains much less information than the source code, which makes an object-code analysis potentially less exact.

A novel solution to the problem is to perform the flow analysis on the compiler’s intermediate representation of a high-level program. This has several advantages:

- The intermediate language is typically simpler than the source language. Error checking, preprocessing, and other complex source language processing has already been performed.

- The intermediate code contains all the information from the source code. No information is lost, as is the case with the object code.

- The intermediate code has the same structure as the final object code (provided that we perform the analysis after optimizations have been performed).
• Program constructs that may cause complex processing invisible on the source code level (e.g. array assignments, where loops or library function calls may be generated) are made explicit, allowing them to be analyzed together with the rest of the program.

• Many compiler products use the same intermediate language for several source languages (for example Digital’s GEM compilers [BCD+92]), and thus the flow analysis would not be tied to a certain high-level language.

5 The Context Tree

The context tree is the central depository for program flow information, and reflects the dynamic execution characteristics of the program. The definition of what constitutes a context depends on the analysis methods employed. Our architecture does not specify which definition to use.

For example, in the WCET analysis presented by [HAM+99], the contexts are loops and functions. In the cache analysis presented by [FMW97], loops and recursive functions are split into their first and other iterations, leading to four different types of contexts (loop first, loop other, function call, and recursive function call). Alternatively, the context tree could store information on the form of a timing schema [LBJ+95, PS90, PK89], where the nodes correspond to loops and conditional statements.

Given a reasonable definition of contexts, the context tree is much smaller than a complete unrolling of the execution of the program. Using one node (a loop context) to represent all iterations of a loop, for example, is much more compact than representing each iteration separately.

All flow analysis methods used in the WCET analysis must agree on the definition of a context. An analysis method may use some other internal program representation, but it should store its results in a context tree using the same context definition as the other WCET analysis modules. Note that the context tree only contains info useful to the succeeding analyses.

Regardless of the definition of a context, our architecture specifies that each context must contain the following information:

• An entry node.

• A finiteness limit.

• The code belonging to the context.

In addition, a context can contain optional information to make the WCET analysis tighter.

The context tree as presented here is powerful and flexible enough to handle the flow information generated by the leading WCET analysis methods.
5.1 Flow Information

There are two kinds of flow information: finiteness limits (for example loop bounds), and optional information intended to tighten the analysis (for example infeasible paths).

The finiteness limit is expressed as a limit on the number of times the entry node can be executed for each time the context is entered. The purpose of this limit is to guarantee that the context tree represents a finite execution of the program. This means that a loop context must have the loop header (the first block in the loop) as its entry node.

The optional flow information (such as infeasible paths) is intended to limit the set of possible executions, making the WCET analysis tighter. An example of optional flow information is the bounds on the number of executions of blocks L3 and L4 in Figure 5 on page 7.

![Example loop context](image)

Figure 11: Example loop context

Figure 11 shows an example context, with fragments of the surrounding context, and a subordinate context (whose content is not shown). The entry node is B2, and it has a finiteness limit (max=15).

5.2 Information for Low-Level Analysis

For the purpose of low-level analysis, each context contains the basic blocks included in the context, and their connecting edges\(^4\). Some edges may exit the context, leading either to specified basic blocks in surrounding contexts, or to the entry point of some sub-context (for example, edge e1 in Figure 11 points to the entry for the loop context, and edges e2 and e3 exit contexts).

It is also possible to specify information contributing to the execution scenarios of the basic blocks. For example, for a CPU where instruction execution times varies depending on operand values, limits on possible operand values could be entered into the context.

\(^4\)This is most efficiently implemented by references to the object code.
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```
short doop(enum OP op, short a, short b)
{
    switch(op) {
        case PLUS:
            return a + b;
        case MINUS:
            return a - b;
        case TIMES:
            return a * b;
        ... etc.
    }
}
```

Figure 12: Example function with contextually dead code.

Each context corresponds to a certain concrete execution of a part of the program, and contains the basic blocks executed in that part of the program. Figure 5 on page 7 shows how a loop context contains copies of the blocks in the loop.

The set of basic blocks in a context need not be the complete set of basic blocks in the flow graph for the function or loop. Consider the function in Figure 12, where the op parameter is used to select one action from many possible. If the value of op was known to be PLUS for a particular function call, we would only need to include the code for the PLUS operation in the context. This is an example of context-sensitive flow analysis.

5.3 Unstructured Flow Graphs

Note that in order to handle some programs, we will need to have contexts for unstructured flow graph fragments (see [Muc97], page 196).

As shown by [Eng99], unstructured flow graphs do occur in real embedded real-time programs\(^5\). No WCET analysis method in the literature allows unstructured flow graphs.

![Unstructured loop diagram]

Figure 13: A simple unstructured loop

The main problem is with unstructured loops. As illustrated in Figure 13, such loops

\(^5\)The unstructured flow graphs were both written by the programmer and generated by compiler optimizations.
have no well-defined header node, since they can be entered at several places. We plan to
handle such unstructured loops by duplicating the loop: we use one context containing the
code for the unstructured loop for each entry to the loop, and thus we obtain the single
entry node needed to create a context.

6 Low-Level Analysis

The purpose of low-level analysis is to account for hardware effects on the execution time.
The clear separation of program flow analysis from the hardware dependent low-level anal-
ysis allows each analysis to be specialized for its target problem domain. For example, the
flow analysis can be performed without considering the hardware timing characteristics.

6.1 Global Effects Analysis

The global effects analysis handles machine features that must be modeled over the whole
program to be correctly predicted. The global analysis determines how global effects affects
the execution time, but it does not generate concrete execution times.

6.1.1 Separation of Global and Local Analysis

Our architecture assumes that all global effects are determined before we enter the local
effects analysis. Thus, we assume that the results of global analysis do not depend on, for
example, the exact state of the pipeline for a certain instruction. In addition, we require
a well-defined worst case for each global effect, e.g., that a cache miss is always worse
than a cache hit, etc. In case these assumptions do not hold, we can resort to modeling
a "guaranteed" worst case, where we use a slight overestimation to produce a safe WCET
estimate.

Some low-level analysis approaches have integrated the analysis of local and global
effects [LBJ+95, OS97], while our approach is more reminiscent of [HAM+99, TF98], where
the analysis of caches is performed as a separate stage.

6.1.2 Instruction Cache Analysis

Instruction cache analysis is the most well known example of global effects analysis, e.g.,
described in [HAM+99]. Their approach is to categorize each instruction cache access
into one of the following categories: first-miss, always-miss, first-hit and always-hit. The
analysis distinguishes between the first and successive executions of an instruction within
a loop. A first-miss categorization means that the first execution of an instruction will
generate an instruction cache miss, while in all successive executions the instruction will
be in the cache. An always-hit categorization means that the instruction always will be in
the cache.
Our categorization of the instruction in the L4 block in the context graph in Figure 7 corresponds to the first-miss categorization and the first instruction in the L3 block corresponds to an always-hit.

Other research groups have extended instruction cache analysis to include associative caches [WMH+97, Mue97a, FMW97], nested loops [Mue97b, TF98], and multi-level caches [Mue97b].

Note the categorization of the second instruction in the block L3 given in Figure 7 on page 9. The classification is made accordingly to the methods outlined in [HAM+99, TF98] which are iteration-based loop analyses. I.e., since we can’t know if the instruction has been referenced during its first iteration in the loop we must safely classify it as an instruction cache miss in both the first- and successive loop contexts. We would really like to classify the instruction as a first-reference-miss. Thus, after the first reference of the instruction we know that it always will be in the cache. We therefore conclude that the iteration-based instruction categorization is sometimes pessimistic and a tighter timing estimate can be achieved if we do a reference-based instruction cache analysis.

6.1.3 Other Global Effects Analyses

In addition to instruction cache analysis other hardware features that can be analyzed include data caches, unified caches, translation lookaside buffers, dynamic branch predictions and dynamic speculative executions [HP96].

Data cache analysis has been proposed in [WMH+97, Whi97]⁶. The results can typically be formulated as “every i:th execution of an instruction will generate a data cache miss”. As an illustration consider the example program in Figure 3 on page 5. Assuming that we have an 8 word data-cache line and no conflict between A[i] and the other data-items (i and j), a data cache analysis should report that every 8:th reference to A[i] will generate a data-cache miss. This is expressed in the context graph by annotating the instruction referencing A[i] as a “miss once, hit seven” data cache reference.

6.1.4 Changing the Context Tree in Global Effects Analysis

The global effects analysis may change the context tree from the program data. The most common change will be to add contexts in order to express the execution time effects of certain global factors.

The basic idea behind the context tree is to distinguish between the various contexts in which a basic block can be executed. Two different contexts for the same basic block are supposed to reflect some difference in the execution of the basic block. Such differences can occur both due to program flow (function calls etc.) and low-level hardware effects (caches etc.). The contexts relevant for low-level effects analysis may be very different from those relevant for flow analysis, and thus the global effects analysis may need to introduce new contexts.

⁶Others, like [LMW96, OS97] have also performed data cache analysis, but not as a separate analysis activity.
For example, in instruction cache analysis, it is natural to distinguish between the first and other iterations of a loop, since the code in the loop is likely to be loaded into the cache during the first iteration and then stay there during the other iterations. For other effects, other distinctions may be relevant. For example, for branch prediction analysis, the last iteration of a loop is likely to behave differently, since the branch prediction is likely to miss. In theory, a very exact loop analysis could be performed by making every potential iteration of a loop into a context of its own (which is prohibitively expensive in terms of storage).

6.2 Local Effects Analysis

The local effects analysis analyzes the instruction timing factors that can be analyzed locally (using only the neighboring instructions) and generates the timing graph.

6.2.1 Generating the Timing Graph

The input to the local effects analysis is the context tree from the global effects analysis and the object code of the program to analyze. The local effects analysis generates the timing graph from this information by traversing the complete context tree, generating both execution times for basic blocks and the timing graph. The hierarchy of the context tree is flattened into a graph.

6.2.2 Execution Scenarios

The central concept in our local effects analysis is the execution scenario. An execution scenario is a concrete execution of a basic block, with all unknown factors set to the worst case for the context of the basic block. Examples of potentially unknown factors are cache hits or misses, branch prediction results, whether branches are taken or not, the memory addresses or memory areas accessed by loads and stores, and the values of operands.

Each basic block execution scenario corresponds to a node in the timing graph, and generates one unique execution time.

6.2.3 Node Splitting inside Contexts

In some cases, one basic block may have several execution scenarios in the same context, for example to express data cache classifications like “one miss, seven hits”, where it is hard to define reasonable contexts. In this case, the timing graph nodes are split until a unique execution scenario is obtained. This split is performed by the local analysis, as a part of the process of generating the timing graph.

In Figure 14 we show a simple example: a first-miss instruction cache classification (for the first instruction in block B) can be handled without defining a separate context for the first and other iterations of the surrounding loop\(^7\). We split the B node into the two

\(^7\)We assume that the block B resides inside a loop (otherwise the classification would be meaningless).
nodes $B'$ and $B''$. The sub-node $B'$ represents the case that the first instruction misses the cache, and $B''$ the case when it hits the cache. Without changing the surrounding timing graph, we add constraints describing how the executions of block $B$ is divided between the sub-nodes.

The constraint $x_{B'} = 1$ represents that a first-miss will only generate a single cache miss. The fact that the two sub-nodes replace the $B$ node in the execution of the program is expressed by the constraint $x_{B'} + x_{B''} = x_B$. All existing constraints on $x_B$ can be kept unchanged.

The node-splitting concept is powerful enough to express the results from a reference based instruction cache analysis and the results from a data cache analysis.

### 6.2.4 Determining Execution Times by Simulation

We determine the time for each basic block execution scenario by executing it in a simulator. The result of the simulation run is an execution time, $(t_{\text{block}})$, which we store in the timing graph and use in the final execution time calculation.

### 6.2.5 Analyzing Pipeline Overlap by Simulation

One of the primary problems in low-level analysis for pipelined processors is to determine the overlap between two successive basic blocks. Traditionally, this has been performed by determining a pipeline state for both blocks, and then concatenating them (pipeline concatenation is for example presented by [LBJ+95, OS97]).

In our architecture the pipeline overlap is determined in a step separate from the final calculation of execution times, and the overlap is represented in the timing graph.

This is achieved by using the gain modeling method introduced in [OS97], which associates execution times not only with the nodes in the graph, but also with the edges connecting the nodes. The time on an edge is called a gain, and represents the amount of pipeline overlap between the two nodes (basic blocks) connected by the edge. In some cases, it might be necessary to consider timing effects across more than two blocks. Our implementation handles these cases, but the details are beyond the scope of this paper.
Figure 15: Analyzing pipeline overlap by simulation.

We obtain the overlap by executing the two basic blocks in sequence, and comparing the execution time to the total execution time of the two blocks in isolation, as illustrated in Figure 15. First the blocks A and B are executed in isolation, obtaining the times $t_a = 11$ and $t_b = 15$. Then the sequence (A,B) is executed, and the time $t_{ab} = 22$ is obtained. Since this value is smaller than the sum of $t_a$ and $t_b$, we conclude that the execution of the blocks A and B overlaps. The amount of overlap is the \textit{gain} when executing the edge A→B, and is calculated as $g_{ab} = t_a + t_b - t_{ab}$. This number is entered into the timing graph and will be used in the final WCET calculation (see Figure 9 on page 11 for an illustration).

7 Calculation

The purpose of the \textit{calculator} is to calculate the final WCET estimate for the program. A calculation method suitable for our WCET architecture should be:

- Expressive - it should be possible to include the results from many different types of analysis in the computation.

- Extendable - future analysis results and new hardware features should easily be integrated.

- Retargetable - it should be target-hardware and high-level language independent.

- Efficient - the calculation should terminate within a reasonable time.

- Safe and tight - the calculation should not add any pessimism of its own, and it should not cause the final timing estimate to become unsafe.

To speed the analysis it is advantageous if we can express and exploit the characteristics of the problem domain. Furthermore, we like to use a well established methodology for performing calculations, since this makes it easier to find good calculation modules.

When considering the analysis of hand-written assembly language and optimized high-level code, it is necessary that the calculation can handle unstructured flow graphs. The need for this is demonstrated by [Eng99].
7.1 Separation vs. Integration

A number of different calculation methods have been proposed in the literature. In some, the calculation of the final WCET is integrated with the low-level analysis. For example, both the global and local effects analyses are integrated with the WCET calculation in [LBJ+95, LMW96, OS97]. Another example is [LS98] where both the analysis of program flow and low-level effects analysis are integrated with the WCET calculation.

We believe that for a WCET tool to be able to integrate new analyses and methods, the WCET calculation should be separate from the analyses. Trying to integrate several different analyses in the calculation is likely to cause an explosion in complexity.

<table>
<thead>
<tr>
<th>Calc Method</th>
<th>Analyses Performed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path Tree IPET</td>
<td>Flow Global Local</td>
</tr>
<tr>
<td>Florida</td>
<td>✓</td>
</tr>
<tr>
<td>Gothenburg</td>
<td>✓</td>
</tr>
<tr>
<td>Paderborn</td>
<td>✓</td>
</tr>
<tr>
<td>York</td>
<td>✓</td>
</tr>
<tr>
<td>Seoul</td>
<td>✓</td>
</tr>
<tr>
<td>Vienna_{old}</td>
<td>✓</td>
</tr>
<tr>
<td>Vienna_{new}</td>
<td>✓</td>
</tr>
<tr>
<td>Princeton</td>
<td>✓</td>
</tr>
<tr>
<td>Saarbrücken</td>
<td>✓</td>
</tr>
<tr>
<td>Uppsala_{old}</td>
<td>✓</td>
</tr>
<tr>
<td>Uppsala_{new}</td>
<td>✓</td>
</tr>
</tbody>
</table>

- Result of separate analysis used in WCET calculation
- Analysis integrated in WCET calculation
- No analysis performed

**The research groups:**
Florida: Florida State University, Tallahassee, USA. [HAM+99, WMH+97, Mue97a]
Gothenburg: Chalmers University of Technology, Gothenburg, Sweden. [LS98]
Paderborn: C-LAB, Paderborn, Germany. [Alt96, SA97]
York: University of York, York, Great Britain. [CBW94, Cha95]
Vienna: Technical University of Vienna, Vienna, Austria. [Vrc94, PS95]
Seoul: Seoul National University, Seoul, Korea. [LBJ+95, LKM98]
Princeton: Princeton University, Princeton, USA. [LM93, LMW96]
Saarbrücken: Universität des Saarlandes, Saarbrücken, Germany. [TF98, FMW97]
Uppsala: Uppsala University, Uppsala, Sweden. [OS97, EAE98]

Table 2: Overview of calculation methods

7.2 Calculation Methods

We can (roughly) divide the calculation methods proposed in the literature into three categories: path-, tree-, or IPET\(^8\)-based.

\(^8\)Implicit Path Enumeration Technique
The path-based category includes calculation methods that generate the final WCET estimate by calculating times for different paths in a program, searching for the path with the longest execution time. The defining feature is that possible execution paths are *explicit* represented.

In tree-based methods the final WCET is generated by a bottom-up traversal of a tree representing the program. The analysis results for smaller parts of the program is used to build up timing estimates for larger parts of the program.

Methods in the IPET-based category express the dynamic program flow and the hardware timing effects using constraints. The final WCET estimate is calculated by maximizing a goal function that ties the constraints together. The maximization is usually performed using either constraint satisfaction methods (CSP) or integer linear programming (ILP). The difference from the path-based methods is that possible program paths are handled *implicitly*. Only the fact that a certain basic block is executed a certain number of times is expressed, not the exact paths causing that basic block to be executed.

We summarize the calculation methods used by various WCET research groups in Table 2. We have named the research groups according to the city (or state) where they are located.

We distinguish between the early work (Vienna$_{old}$) of the research group in Vienna where a tree-based calculation was used [Vrc94] and their later work (Vienna$_{new}$) where an IPET-based calculation method is used [PS95]. We also distinguish between our previous approach to WCET calculation (Uppsala$_{old}$) [OS97] and our current approach (Uppsala$_{new}$) as described in this paper.

### 7.3 The Implicit Path Enumeration Technique

We have chosen IPET as our calculation method since it is the method that best satisfies our requirements. We believe that path- and tree-based methods are harder to retarget and have more problems in integrating results from different program flow and low-level analyses compared to IPET-based methods.

For example, tree-based methods have problems in expressing flow constraints that reach over a larger part of the program, and cannot handle unstructured flow graphs. Path-based methods suffer problems for programs with large number of possible paths, since each path has to be explicitly considered. Furthermore, integrating the results of new analyses usually requires changing the implementation of the calculation module.

The IPET calculation is easy to extend to handle new analysis methods. The results of new analyses are expressed either as constraints on the flow (for flow analysis methods), details in execution scenarios (for global effects analyses), or execution times in the timing graph (for local effects analyses). The calculation method does not need to change at all, thanks to the careful separation of calculation and analysis, and the expressive power of the IPET formulation.

Another advantage of the IPET method is that it produces a profile of the worst-case execution of the program. The solution to the maximization problem is a set of concrete values for the execution count variables, which shows how many times various
basic blocks and edges are executed in the worst-case execution. This could be used to
guide optimizations to reduce the worst-case execution.

The quality of the final WCET estimate depends on the quality of the analysis methods
employed. We believe that if we include the same information in the IPET formulation as
used by other calculation methods, the result should be of at least the same quality.

The possible drawback of the IPET method is that, since the problem has been ab-
stracted, it is rather hard to develop algorithm heuristics that use knowledge of the problem
domain.

There are two dominant solution methods used for IPET:

- Integer Linear Programming (ILP) as in [LM95, PS95, TF98].
- Constraint Satisfaction (CSP) [Tsa93] as in [OS97].

The benefits of using ILP is that it is very efficient (several good commercial solvers
exist [CO99]) as long as linear constraints can be used to express the results of our analyses.
The benefits of using CSP is that we can express more complex (non-linear) constraints
and that we can specify search heuristics. By adding redundant constraints to the CSP
problem we can also make the solution process more efficient.

8 Future Work

Our long term goal is to produce a usable WCET tool, available as shrink-wrapped software
on the real-time market. To this end, we cooperate with IAR Systems (Uppsala, Sweden),
a vendor of embedded system programming tools. We hope to be able to integrate WCET
analysis into their integrated development environment. We believe that this integration
with accepted tools is the best way to get WCET analysis accepted on the market, and to
make practioners in the real-time field actually use execution-time analysis.

In our continued work, we plan to to address the issues described in the following
sections.

8.1 Component-Based WCET Analysis

In the architecture sketch in Figure 2 on page 4, libraries are listed among the program
sources. The main problem with libraries is that they are usually delivered as object
code, thus prohibiting source-code flow analysis. To integrate the libraries into our WCET
analysis framework, we need to provide context subtrees containing flow information for
the library calls.

One way to handle this is by flow analysis on the object code of the library. However,
since object-code analysis is expected to give less information than analysis on the source-
code level, this is not a preferable approach.

An alternative approach would be to integrate analysis of library components in the
compilation of the library. That is, we want to be able to analyze program components,
and then use the results as components in the final analysis of the complete application.
This would have several benefits:

- A library vendor could provide information about their components to allow tight execution time estimates, without compromising their source code.
- Stable parts of the application could be converted into components, which would reduce the amount of work required for future WCET analyses of the application.

Finding a good model for component-based WCET analysis is one of our main future research goals.

### 8.2 Partial Program Analysis

Traditionally, WCET analysis is performed on the completed, compiled and linked program. However, the entire program may not be available for analysis. Engineers would like to be able to check small parts of a program before the program can be linked in its entirety. Maybe parts of the development is performed by sub-contractors, whose code is going to be linked in quite late. In those cases, support for partial program WCET analysis is needed.

Note that partial program analysis and component-based WCET analysis have much in common, but that they address two different problems: partial program analysis allows an incomplete program to be analyzed, while component-based analysis allows complete components to be efficiently reused. Given component-based WCET analysis, it should be quite easy to implement partial program analysis.

A problem with WCET analysis is that it is essentially about properties of complete programs or closed pieces of programs. A piece of code calling an unknown piece of code really cannot be timed.

A reasonable solution is to allow the user to specify timing information for the fragments of a program which are not available. Such abstractions should be specified on the level of functions (and include information about all the functions called from the function). Function timing-abstractions have the following desirable effects:

- We can analyze a program and get approximate results even if the entire program is not available. In the case that a system designer has provided a time budget for certain software components, these budgets can be used to represent the execution time of the components until the components are complete. This allows the designer to time an incomplete program.
- It allows timing estimates to be made at an early stage in the development process.

### 8.3 Support for new Hardware Features

One important objective of WCET analysis research is to extend the set of hardware features that can be analyzed. A few years back, caches were considered intractable for
WCET analysis. Today we have analysis methods applicable to most common types of caches and single-pipeline processor cores. However, due to the rapid development in computer architecture, there is no end to complex hardware features that require tight modeling (or at least safe approximations).

### 8.4 Feedback into the Compiler

An intriguing idea is to use the results of the worst-case execution time analysis to guide the code generation in the compiler.

In [HSRW98], some synergy effects between the high-level analysis of loops and the compiler are shown. The detailed analysis of loops makes it possible to find redundant loop exit conditions (which can thus be removed as dead code). Furthermore, knowledge about the minimum number of loop iterations could help an optimizer make better decisions on how to optimize loops.

The analysis of the cache behavior of a program could be used to optimize the program for better cache behavior: either to make it more predictable, or to make it faster, depending on preference. In general, using the results of hardware analysis to obtain programs with more predictable timing behavior is a little-explored area which we believe should prove fruitful.

Another possibility is to use the identification of worst-case paths inherent in WCET analysis to optimize the speed of the worst-case execution. Today, compiler research focuses on speeding up the average case. However, for real-time systems, speeding up the worst case would be more appropriate, since systems are dimensioned for the worst case, and not for the average case.

### 8.5 Short Analysis Time or Accurate Result?

Early in a real-time development project, WCET analysis may be performed with the goal of obtaining approximate timing measures in order to make time-budgets or to estimate the level of CPU performance necessary. It is obvious that a very exact analysis is not needed at this stage, and that a general WCET tool should support “quick and dirty” analysis, where the goal is to quickly generate a WCET estimate, with no particular requirements on safety and tightness.

Thus, extensive analysis may not be needed until quite late in the development process, and the WCET tool should allow the programmer to choose the level of accuracy of the analysis. The final WCET estimate used to analyze and prove the shipping system must be safe and as tight as possible, of course.

### 9 Conclusions

In this article we have presented an architectural framework for Worst-Case Execution Time (WCET) analysis tools, which provides a flexible framework into which state of
the art WCET analysis techniques can be integrated. The architecture identifies the different subproblems associated with WCET analysis, and by providing well-defined data structures for the interfaces between the architectural components we allow modular upgrades/modifications of WCET tools built upon the architecture.

The main motivation for our work is that WCET analysis today is powerful enough to be exploited in industrial settings. However, WCET researchers have focused on smaller subproblems of WCET analysis, not considering the architectural issues of constructing a complete, industry strength, WCET tool.

Our architectural design decisions have been made to enable realization of the architecture in an industrial context. We believe that WCET analysis will be accepted by real-time practitioners only if it can be provided in the standard tool chest of an integrated development environment. WCET analysis should be a part of the everyday edit-compile-test-debug cycle.

Furthermore, we have to take the versatility of hardware being used for real-time systems into account. Many real-time systems are mass produced embedded systems, with extreme requirements on low hardware costs. Thus, real-time practitioners often target simple 8-bit architectures with very limited memory capacity.

However, we cannot limit a WCET tool to small CPUs but must also be able to support everything from the simplest hardware platforms up to full sized 32-bit RISC systems (i.e., systems with pipelines, multi-level caches, multi-issue, and other hardware features which substantially complicates the WCET analysis).

We have presented an overview of the state of the art in WCET analysis and shown how these techniques can be integrated into our framework. The ability to integrate results from many sources is important from at least two aspects: the practical aspect, that reusing work from other researches make a lot of sense (why reinvent the wheel?), and from the more academic perspective, that a framework into which many different methods can be joined makes it possible to make qualitative evaluations of different methods for solving a particular subproblem of WCET analysis (e.g., we could plug in two different cache analysis techniques and compare their effects on the final WCET estimate).
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