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What’s in a “Computer”?

(Main) Processor cores
* Run user-visible OS and applications

e Main memory (“RAM”)

e Compute acceleration
* AI/ML, compression, networking, ...

* Graphics and display
* Video and audio processing
 Storage (disks)

« NVMe, SSD, HDD, SD, Flash, ...

* Networking
* Ethernet, WiFi, Bluetooth, ...

 Local peripherals -
* USB, Thunderbolt, Serial, Bluetooth, ...

. . e UPPSALA
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Once Upon a Time...

Year 2000: Intel Pentium 4

The “processor” was the essential part
of a system

It measured the goodness of the
machine, with measures like:

* Megahertz (not GHz yet)
* |Instructions per cycle
* Cache size (from the 1990s on)

* Getting a better computer meant a
better processor (mostly)

* The supporting chipset and I/O was
quite basic

B0 A - e
https://www.youtube.com/watch?v=wEiPDzDjbjU
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2009: Intel® Core™ i7 Processor: Still a Processor

* Intel® Core™i7-960 Processor (2009) - emory Controtigr ¢ g ¥ 5 3 ¥ 3
* 4 Processor cores ' ' i

* (Multicore was the big trend of the
early 2000s)

Cache
Memory controller
* Moved on-chip in this generation
e Used to be on an external chip
PCle 2.0 for graphics
Intel QuickPath Interconnect (QPI)
» Link to the chipset (rest of system)

Shared L3 Cache -
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http://hexus.net/tech/reviews/cpu/16187-intel-core-i7-x58-chipset-systems-go-fsb-invited/?page=3
http://hexus.net/tech/reviews/cpu/16187-intel-core-i7-x58-chipset-systems-go-fsb-invited/?page=3

2009: Intel® X58 Express Chipset

By 2023: 1 channel of DDR5-5600 = 45GB/s.
5.5x fasterin 14 years

|

DDR3 memory 8.5 Gb/s
DDR3 memory 8.5 Gb/s
DDR3 memory 8.5 Gb/s

Intel® Core™ i7 Processor

family

QPI(25.6 GB/s)

PCl Express* 2.0 Graphics
Support for up to
Multi-card configurations: 36 lanes
1x16, 2x16, 4x8 or
other combination

DMI

2 GB/s

12 Hi-Speed USB 2.0 Ports; kil Intel”High
Dual EHCI; USB Port Disable JEEIR) Definition Audio
* 500 3 6 Serial ATA Ports; eSATA;
6 PCl Express” x1 MB/s Gb/s Port Disable
each x1 .
Intel® Matrix
Storage Technology

Intel® Turbo Memory

Intel® Integrated
10/100/1000 MAC
LPC | or SPI

with User Pinning

Intel® Gigabit LAN Connect BIOS Support

Intel” Extreme Tuning

Support Il ---- Optional

J/

Intel® X58 Express Chipset Block Diagram

* Two chips + the processor

* Today, all of this is integrated as a single
unit

* |/O Hub (X58 IOH)

* QPI-Fastlink to the processor

* Graphics cards and other high-
bandwidth PCle devices

 |/O Controller Hub (ICH10)

* Linked to the IOH over a slow link
* Main IO chip for slow 10
« SATA, Audio, USB, PCle, Ethernet
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One or more dies are put Leading-edge fab companies

onto a package © TSMC
' * Intel

* Samsung
Many more at trailing-edge nodes

EEELE]

Note: “Chips”

A package is what
most people call
a “chip”

Each wafer
contains dies

iEEEEE  EEEESEEERE

The packageis

“The max reticle size” is .
covered by a lid

the biggest die that can
be printed. Currently
around 26x33mm.

The back side has
bumps (pins) for
signals and power

Wafer = what gets manufactured in a fab
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Computer Architecture Today & Trends
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en
Ric /O - Home Office Example

|
:

Display with Thunderbolt « Attached to primary screen:
docking — and KVM capability " « Power - which is fed to laptop
e i dg 3 over USB Type-C
e —— Segondisplay-via * Keyboard (USB)

DisplayPort « Mouse receiver (USB)

» Speakers (USB)

* Microphone (USB)
€ e Camera (USB)

Work laptop  Thynderbolt Type-C cable « Second display (DP)

S With power * Primary screen works as a

Keyboard-Video-Mouse switch
* To asecond computer under the
desk
* Display port
* Second USB-Cinput to screen

Guest Lecture at Uppsala University, DARK, 2025-05-19 11 UPPSALA
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There is Software in that Screen

Misguided picture-in-picture?

Strange skewing and splitting

UPPSALA
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Software Everywhere in the System

Client Computer D First screen g
= Q

Camera

Drivers —

/
—
\ é
>

N

Speakers

——
T Second display
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Big and Small (and Intermediate) Cores

Processor core performance/cost

tradeoff
After some point, a small ...

improvement in
Laptop: Maximum performance big cores, smaller cores

performance costs
disproportionally much

Mobile phone: Light background tasks on small cores, can do significant processing at lower area and lower
decent performance for foreground from big cores power - scale up multithreading

»
»

A core design targeting lower
performance can be much more
efficient in its envelope

Cost - power, area, complexity

»
»

Performance - single-threaded . . . . . . . . .

More reading:
https://chipsandcheese.com/2021/12/21/gracemont-revenge-of-the-

atom-cores/

https://www.tomshardware.com/reviews/intel-core-i9-12900k-and-core- ThroughPUt server or bUdget phone: Only small cores,
i5-12600k-review-retaking-the-gaming-crown/6 trade single-threaded performance for multi-threaded Mobile phone 2: One extra-big core for critical single-
throughput (or just lower cost) threaded tasks, plus “big”, plus “small”

https://www.anandtech.com/show/17102/snapdragon-8-gen-1-
performance-preview-sizing-up-cortex-x2
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https://chipsandcheese.com/2021/12/21/gracemont-revenge-of-the-atom-cores/
https://chipsandcheese.com/2021/12/21/gracemont-revenge-of-the-atom-cores/
https://www.tomshardware.com/reviews/intel-core-i9-12900k-and-core-i5-12600k-review-retaking-the-gaming-crown/6
https://www.tomshardware.com/reviews/intel-core-i9-12900k-and-core-i5-12600k-review-retaking-the-gaming-crown/6
https://www.anandtech.com/show/17102/snapdragon-8-gen-1-performance-preview-sizing-up-cortex-x2
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2023: Intel Raptor Lake - Desktop Processor

* “Intel® Core™ i-13xxx”
* On “old” Intel 7 process
* Mostly processor cores

 8xBig/Performance “Raptor Cove” | or|Rapt ptor’ N

mont mont

Core Core

* 16 x Small/Efficiency cores “Gracemont” e
mont mont

* Small graphics/media block | Core | Core
* Good enough for office use, no more

* Mostof itis video/media engines, not 3D

graphics
7 o M T e TR T ) 1 T Grace | Grace Grace
® System age nt 1y ; 1 ; MR B | ‘ ‘ ‘ I mont | mont I mont
i o Core Core Core
° PCIe : ‘ & 3 Grace | Grace Grace

mont mont mont
Core Core Core

* DDR4/DDR5 memory controller

* Display controller - can drive 5 displays!
Source: Intel Raptor Lake annotated die shot from Wikichip
https://en.wikichip.org/wiki/File:intel raptor lake die %288%2B16%29 %28annotated%29.png
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https://en.wikichip.org/wiki/File:intel_raptor_lake_die_%288%2B16%29_%28annotated%29.png

2023: Intel® Z790 Chipset - for Raptor Lake

1x16 PCle 5.0
Readiness lanes +
x4 PCle 4.0 lanes

2x8 PCle 5.0
Readiness lanes +
1x4 PCle 4.0 lanes

I,

DDRS5: Up to 5600 MT/s?

13t Gen
Intel® Core™

Desktop

Four Independent
DP/HDMI Display Support

Up to 20 x PCI Express 4.0
Up to 8 x PCl Express 3.0

Up to 8xSATA 3.0
6Gb/s Ports

Up to 5 x USB 3.2 Gen 2x2 Ports
Upto 10 x USB 3.2 Gen 2x1 Ports
Upto 10 x USB 3.2 Gen 1x1 Ports

Intel® 2.5G Base-T
MAC/PHY Ethernet

Intel” Wi-Fi 6E (Gig+) CNVi

solution and Intel® Killer™
Wi-Fi 6E (Gigt)

Processors
7

§\\\\\\\\\\\\L\\\\\\\\\\\\L\\\\
\
X
\\\\\\\\\\\\\\\\\\j\\\\\\\

%

X8 DMI 4.0)

N

7

Intel® Z790
Chipset

/ /
Y

DDR4: Up to 3200 MT/s

(" espt ) (_HD Audio )

MIPI SoundWire

Intel® Platform Trust
Technology

* Processor:

» External connections to memory and PCle

* Chipset: Platform Controller Hub (PCH)
o & 4 ) Exorees 40 * Massive I/O capabilities:
 PCle:16+4and 20 + 8 lanes
« USB: 15-20 (including Type-C)
» WiFi+ wired Ethernet (require external PHYs)
» Displays, sound
fsgEedEerA * Thunderbolt - add as external chip
Techmology 195 b1 ter * Designed for user-installable processors
Intel® Smart Sound * Desktop is not space-constrained = external chips OK
Technology
_w * Motherboard manufacturers can differentiate with
additional features around the chipset
- Optional
Guest Lecture at Uppsala University, DARK, 2025-05-19 16  UPPSALA
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Accelerators: Specialized Compute

Examples

Audio Cameraimage Neural
processing processing networks/Al

(DSP) (ISP) (NPU)

Graphics
rendering
(GPU)

Cryptography

Video Data
encoding/ compression/
decoding decompression

DE]:
movement

Network packet
processing

Video input
processing

Work shifts to specialized subsystems for higher performance and lower power
- provided the workload happens often enough to warrant the investment

Guest Lecture at Uppsala University, DARK, 2025-05-19 17  UPPSALA
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Why Accelerators? Why not just Processors?

A
Would be nice,
© but nothing up
5 here
2 General-
& purpose
processor
Graphics
processing unit . .
Specialized No instruction set
programmable A N
architectures
(NPU, DSP)
Programmable :
g logic (FPGA) Algorithm
o Instruction-set driven accelerqtor
N Thisis a But not fully general blocks (fixed
© bad spot
(@)
O
Q
(.n -

Efficiency: Operations per area/watt/clock

Guest Lecture at Uppsala University, DARK, 2025-05-19
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Current Hype: Neural Processing Units (for Al)

* Neural Processing Units, NPU

. . . . * Added to client processors
. . . . * Purpose: Al processing at lower power

_ » User programmable
Classic processor cores . : :
* APIs similar to graphics units

.  Rapidly increasing in power (and silicon size)
.  Actual designs:
* New accelerator design

Graphics processing unit (GPU)
skl s 2 * Like Apple’s Neural Engine

.--- * Repurpose existing processors
* Qualcomm™ Hexagon™ DSP
* Intel® Movidius video processing unit

Neural processing unit (NPU)

Laptop or mobile System-on-Chip

More reading: https://chipsandcheese.com/2024/04/22/intel-meteor-lakes-npu

More reading: https://chipsandcheese.com/2023/10/04/qualcomms-hexagon-dsp-and-now-npu/
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2024: AMD Strix Point Laptop Chip

19 mm

1 sumt FADD

“Al PC” laptop chip T
B e Y zen
No external chipset T T iores_ iores.

lill I” IIIHHHIHH i umumung

" L llmNnm{lhmlhwlh mﬂnmliunu

Compute resources on chip:

* 25% - processors cores
* 4xZen5 Performance cores
* 8xZen 5c¢ Efficiency cores

NPU Local Memory
K: 2 Memory Tile

:‘:"mm‘i‘" n 5G2° "Zen 5 "Zen 5C°
* 20%-GPU | RS o °§“§
* 10% - NPU
. :
* System functions g
 DDR5 memory controllers 2 daste 24 digie 1 d e
* PCle controllers | “zen Sg'fjiz“en‘S%'f"ZenTségl'T;{ s g
. . . s coredl®. corélZ. cordl. cordlE. 3
* Media engines and display o m om m — %-J,
. USB-C o AL T ETIATAL £ i

* Note: Thunderbolt not on chip!

https://www.techpowerup.com/325035/amd-strix-point-silicon-pictured-and-annotated

Guest Lecture at Uppsala University, DARK, 2025-05-19 20  UPPSALA
UNIVERSITET


https://www.techpowerup.com/325035/amd-strix-point-silicon-pictured-and-annotated

Chiplets/Tiles/Dies

* Chipletsis the new standard way to build large “chips”
* Problems addressed by chiplets

Total chip size

« Use multiple dies
to exceed
maximum
lithography size

Yield

« Smaller dies =
better yield

Production cost

« Larger dies are
disproportionally
expensive

+ Use the cheapest
node that meets
requirements for
each particular
die

Die properties

« Use technically

optimal process
for each
subsystem
(speed, density,
power, analog
properties, ....)

Guest Lecture at Uppsala University, DARK, 2025-05-19

Design cost

« Replicate an
identical unit
multiple times

« Fewer chip

variants to
validate

Variation

« Vary the number
of chiplets to
scale system

 Vary one
subsystemin
isolation
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2024: AMD Granite Ridge (Desktop Processor)

* AMD Granite Ridge, “AMD Ryzen 9000”

» Desktop processor = plenty of space c
» Attachesto an “AM5” chipset

* Chiplets:
IOD - manufactured gecagrnc @ o B - cepy (.:OFG Compute Die
on an older & 2 | = * 8Big“Zen5” cores + 32MB Cache
' | v el e TSMC N4P process
. “IOD” Input-Output Die
Basic GPU
* Memory controller (dual channel)
* PCle controller
* Display & Media engine
 USB
* TSMC N6 process
* Connected using “Infinity Fabric”

Economical to build, some scalability

cheaper node

Note the significant
gap between the dies

CCD - manufactured
on a cutting-edge
node

Second CCD goes here,
for higher-end parts

Image source: https://www.techpowerup.com/327388/amd-granite-ridge-zen-5-processor-annotated#g327388-1
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2023: Intel Meteor Lake (Laptop Processo

22 mm
* Intel “Meteor Lake”, Core Ultra 100
* Laptop = maximize integration E
* Tiles/Dies (Tile=Intel term for die) = : o Bt o o Vi
« Base tile underneath to connect FR W 6 bigcore

» Compute tile | el EM e o variant use
e 6 P-cores+8E-cores _ ‘;.,‘-‘ i i ”“‘” this space for
* Intel 4 process [
Graphics processor unit (GPU)
e TSMC N5 process
Memory and PCle controller tile
e TSMC N6 process
System tile
* Low-power island with 2 E-cores
* Al accelerator (NPU)
« USB and Thunderbolt

* Audio and video processing
o Dlsplay can drive 4 x 4k60 HDR https://wccftech.com/intel-core-ultra-meteor-lake-cpu-die-shots-closer-look-at-various-cpu-gpu-io-chiplets/

d |splays https://www.tomshardware.com/pc-components/cpus/meteor-lake-die-shots-show-off-inner-workings-of-soc-and-gpu-tiles

* TSMC N6 process

. . e UPPSALA
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https://wccftech.com/intel-core-ultra-meteor-lake-cpu-die-shots-closer-look-at-various-cpu-gpu-io-chiplets/
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YouTube Tip:

* https://www.youtube.com/watch?v=wusyYscQiOo

* Fantastic walk through an Intel Arrow Lake - similar tiles to the Meteor Lake

= [» YouTube

ey 5 s—————

Pual-channel DBR5 Memery PHYs

Il Pl ) 802/2004 - SoC Tile/ MEM/NPU >

Chip Anatomy: Dissecting Intel's Arrow Lake

o m Fran High Yield  Inldming  Relaterat > UNIVERSITET
H'g?lv'eld : ;1951 GP ~> Dela @ Thanks 3¢ Kiipp [] spara -
73 300 prenumeranter L. SIS E AN B 8


https://www.youtube.com/watch?v=wusyYscQi0o

2024: Intel Granite Rapids Servers

|0 Chiplet

Cores, Memory HSIO

HSIO Cores, Memory

adding more cores
adds more memory
controllers

Scaling with chiplets:

Note that this
compute chipletis
different from the

other variants - still
uses the same 10

chiplets & platform

Compute ‘
Chiplet

mpute
Cg h\g\et , Compute
\ Chiplet

Compute
Chiplet

Compute
Chiplet

\ Compute
\ Chiplet

Source: https://www.intel.com/content/www/us/en/content-details/787386/hot-chips-2023-bhs-
and-granite-rapids-xeon-architecture-presentation.html
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Block of processor
cores

Block of processor
cores

|0 Chiplet
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Chiplets/Tiles/Dies - Tradeoffs

* Nothingis free...
* Problems created by chiplets

« Communication « Added latencies « More complex
across die interfaces between chiplets packaging
use more power than « Typically requires a
inside a chip (or die) base die

* In general: chiplets are good for scaling and flexibility, monolithic chips are better for
power efficiency
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Company Choices: Chiplet vs Monolithic

Example: AMD

To go really big - use
two Max dies

Examplei Apple connected together

Basic scaling: bigger
chips with more
cores and GPU cores

EPYC{(Serve

Same CCD used in
Example: Intel Client server and desktop

M3 Ultra

pteor La Lunar Lake
ptop Laptop

Intel built Lunar Lake
to be maximally
power efficient -

Guest Lecture at Uppsala University, DARK, 2025-4 monolith UPPSALA
UNIVERSITET

Images are not to scale!




Memory Variants - Flexibility, Performance, Power

Slotted. Desktop, server, some laptops.
Prioritize configurability, repairability,
expandability. 2 to 16 channels, 64 bits per
channel.

Soldered. Standard laptops.
Configuration on purchase. Prioritize size
and cost. Lower power than slotted. 1to 4
channels.

On-package. Premium laptops, HPC,
mobile. Prioritize size, performance,
power consumption. Expensive to
produce, weak configurability. 2 to 16
channels.

HBM - on-package high-bandwidth
memory. High-performance compute,
GPUs, Al accelerators. Maximum
performance at maximum cost & power
consumption. Limited capacity, used with
regular DRAM.

Package

Processor Memory DIMM Slot DDR DIMM
cores controller

Package
Processor Memory Soldered
cores controller DDR DRAM
Package
Processor Memory LPDDR[X]
cores controller DRAM
Package

Processor Memory HBM DRAM
cores controller
Memory
controller

Guest Lecture at Uppsala University, DARK, 2025-05-19
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Automotive Computing
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Zonal Architecture

“High performance
compute”

Powerful

ﬁE microcontroller,
massive |0

{@E Microcontroller

Simple sensor

General
— compute

%@@

[55] or actuator, small

microcontroller

Simple 10: 12C, LIN,
ADAS /| AD ‘ L digital 10, SPI, ...

_l_ Classic networks: CAN

B {E:':E Safety
Controller —I_ High-speed networks:
Ethernet

@aﬁ

ADAS=Advanced Driver Assistance Systems
Control: engine, battery, chassis, ... AD = Autonomous Driving Zones: front, back, left, right, ...

IVI=In-Vehicle Infotainment

‘ ‘v
h \ © ASTC 2025 | Confidential |

W] \WORKS®




Automotive Controller:

* For Zonal and safety controllers, radar processing, object recognition, ... Tada' St
* Diverse processing FIS;%A Fla:nhB - N]'CSI-Z RIF R]
* Main cores: 6 x TriCore, 32-bit RISC, 500 MHz o 1 i{f SPU az
* Vector engine (“PPU”) (Synopsys ARC) TC 108°l:>eCPU0 I 3.0 ?
* Programmable timer: GTM . T local PF ,7
* Radar input processing ngcpze CSRM I Sm‘lmJ::o |
«  On-chip memory Lt TC18 === “—
DCACHE B ocai | VectorDSP |
T 29 MBFLASH _— - o | L srav | | ETUOMAIcsM]
* Closely coupled SRAM in multiple places A 4 - 37 , x
* Automotive networking ‘i System Resource I I I 1 I
* CAN, LIN, Ethernet Interconnect — | =
4] 5 : ! i =
. Directlo %g without bridges E g %‘ 2 lgu g
* PCle(gen3) L SGBT > k_""igi | S Ek -
* Analog/Digital converters ' f;‘
* GPIO (digital lines)
*  QSPI&I2C (serial protocol to external hardware) ¥ System Peripheral Bus
* Audio inputs (for ADAS) EEEEEEENEEENE
* Manufactured on a 28nm process N (] [ l Z | |
g 31955*»’3.3.5]‘028?59
* Security -4 § @ W g gi § o & & I & &
* CSRM security engine: ensure secure software, network traffic | ’ o O | 1‘ . |
L

https://www.infineon.com/cms/en/product/microcontroller/32-bit-tricore-microcontroller/32-bit-tricore-aurix-tc4x/ a%
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Automotive Controller: Renesas R-Car V4H

* HPC: For Advanced driver assistance (ADAS) and autonomous * Heterogenenous

drivilr\l/lg ('ﬁ‘D) t e compute engine
uch more compute power require e 4y Arm Cortex-AT8

* Manufactured on a 7 nm process cores, 1.8 GHz

Application CPU GPU Image pipeline Memory I/F Connectivity e 3XxArm Cortex- R52

4 x ARM Cortex A76 GPU cores, 1.4 GHz
81k DMIPS 150 GFLOPS MIPI-CSI2 pa— . G P U ( I m a g| N at| O N

S 64bit LPDDR5 Interface AXM-8, 150 GFlops)
ldeo CodecC . o
Cache Memory ISP FlexRay . Vl d eO | n/O Ut
Encoder Human Vision & Ethernet AVB & TSN
. Machin Vision Tt
Decader AN FD * Computervision
Real-time CPU

accelerator
3 X ARM Cortex R52 Lockstep Computer vision & Deep Learning accelerators ° | m age ren d erer
25k DMIPS

Image Renderer . * Fisheye conversion

System _ 247OPS * Al accelerator
Structure from Motio Power Supply . (34 TO PS came as
’

Memory

Power domain control
Dense Optical Flow Memory Memor
Thermal Sensor JTAG Debug (Coresight) P Y

https://www.renesas.com/en/products/automotive-products/automotive-system-chips-socs/r-car-v4h-best-class-deep-learning-very-low-power-system-chip-automated-driving-level-2level-3

Control

CoPilot+ PCs)
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Power Optimization &
Power Management
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Improving Power Efficiency

* Higher performance with
lower power consumption

e For portables this means:
. Lower weight Manufacturing process Circuit design Architecture

* ... With longer battery life

e ...Aless fan noise

System optimization Power management

o
*zﬁ"‘}
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Fundamentals: Where Does the Power Go?

- — 2
P = denamlc + Pleakage denamic = CV f
* Dynamic power * Dynamic power:
- Comes from transistors switching * Basic capacitance
between states » xVoltage squared
* Note: more transistors=more switching * x Frequency

* Note thatV affects f,,,4x

 Raising the frequency requires raising

* Leakage power the voltage

* From just being powered-on

* Old rule of thumb: doubling the clock
frequency doubles the power

Guest Lecture at Uppsala University, DARK, 2025-05-19
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Better Process and Circuit Design

* Process technology and circuit design advances

* Lower leakage power

* Transistors that use less power individually

* Lower drive voltages
* Processors used to run on 5V, then 3.3V, now down to <1V
* Interesting side-effect: to power a 100W processor, we have to feed more than 100A

* Approximately half of all “pins” on a chip package are for power distribution

 Faster switching between different power modes and operating frequencies

* All things equal, the same design on a better process gets
* Lower power at same frequency

* Higher frequency at the same power

Guest Lecture at Uppsala University, DARK, 2025-05-19 UPPSALA
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Better Computer Architecture

* Reduce “wasted power” in the chip * Processor core and pipeline design - trade
max performance vs power

* Clock gating - shut off clock to subsystem
* Different core designs hit different trade-offs

* Removes dynamic power

. ix?
+ Power gating - shut off power Many slow cores, a few fast cores, or a mix?

 Removes static power (leakage) * (Asdiscussed earlier)

* Cache and memory system
* Cache hit=lower power than memory access

* Overtime, gating gets applied to smaller parts

* Adding more power states:
» Faster (external) RAM costs more power

* Granular control over activity * Bigger caches reduce overall power

* Settings for frequency, voltage, on/off, ... consumption - but increase the cost of the chip

* Subsystems are set to lowest possible state . Use special-purpose accelerators

* Increasing the number of controllable units + Can do the same work at orders of magnitude
and the number of steps less energy

UPPSALA
UNIVERSITET
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System Optimization and End-Device Design

* Overall system design choices * Not easy for an end-user to grasp all

Display size, technology, resolution, update the details
frequency, brightness, ...

Battery size
Choice of processor variant & tuning

 Different manufacturers tune differently

Memory choice intel
» LPDDR (Low-Power DDR) vs regular DDR y 4
vs on-chip memory, speed rating \V -YO
: : > VW Certifications like Intel evo:
Speed of wireless functions : :
_ N POWERED BY provide consumers with an
Cooling efficiency COm indicator to look for, and provide

How many ports, how fast? ﬁ computer makers with advice to
design better systems =

Guest Lecture at Uppsala University, DARK, 2025-05-19 UPPSALA
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Power Management (Software)

» Power efficiency does not only depend on static hardware factors

* Power managementin software:

* Control feedback loop implemented in hardware, firmware, and software - driving power states

Temperature sensors
Power sensors
= Power states, on/off

Clock frequency settings
Voltage regulation

Guest Lecture at Uppsala University, DARK, 2025-05-19 UPPSALA
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Power Management: Hardware Control Points

» Hardware provides proliferating control points:
* Per-core voltage and clock-frequency adjustments (used to be per chip)
* More power states, in more devices

* Faster changes between power states

 Faster frequency scaling:
* Note that going to another power state is not free - it takes time to effect
» Sensors multiply across the chips and system

* Power levels
* Thermal sensors - very important limiter for performance

* All of which come together in the power management stack
* Typically, one central control unit + many small control units spread across the chip

UPPSALA
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Power Management: Software and Firmware

* Optimize settings for current load

Profile current load and usage
Balance power draw vs user experience

Set power/performance operating
points

Allow higher performance if temperature
and power availability allows it

Select the right core to run a workload
on for optimum results

Guest Lecture at Uppsala University, DARK, 2025-05-19

* Sleep & wake-up
* Put system into deeper sleep

» Wake up when user comes back

* Avoid disaster

* Throttle to avoid drawing too much
power from the platform

» Each chip has a design limit the rest of
the computer expects it to adhere to

* Throttle to avoid overheating the chip

UPPSALA
UNIVERSITET



Example: Overheating (Almost) with a Dead Fan

‘ Advanced

e Fan broke on my old NUC
 The machine had to be replaced
* https://jakob.engbloms.se/archive

s/3711

Total Memory: 16GB
System Date & Time: 1/8/2023 03:38:58PM Change >

Performance Monitor”
an Speeds (RPM)

* Interestingly:
<> CPU Core Temp 104.00 .
D Motharoard Ambien83.00 * The processor still ran!
e Chip temperature at 104° C
< +5.0V

< PCH Temp 97.00
* Power management:
< +3.3V

@ soram | * Throttled the processor down to
<1GHz clock

Photo of the BIOS performance monitoring screen

Fan speed spikes: from blowing compressed air into the system - speed sensor still worked

Guest Lecture at Uppsala University, DARK, 2025-05-19 UPPSALA
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Power Management: Max is not Sum of all Max

Fictional example for illustration

Total chip power allowed = 35W

:  Dictated by heat sink, power supply, and
rocessor .
core Vector Unit market segmentation

Processor Memory
core Vector Unit controller

Total max power=51W
* Throttle one part of the chip to allow
others to run at full speed

* Power management needs to keep the
power inside allowed bounds

Graphics unit

System-on-Chip

Hypothetical chip, rather simplified

Guest Lecture at Uppsala University, DARK, 2025-05-19 UPPSALA
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Power Management: Set According to Workload

* Compute-focus:
* Power up cores, memory, and vector

units
FIOCessor . * Throttle graphics to make room
core Vector Unit
e Turn off 10, we assume we run from
memory

Processor Memory
core Vector Unit controller

Graphics unit

System-on-Chip

Hypothetical chip, rather simplified

Guest Lecture at Uppsala University, DARK, 2025-05-19 UPPSALA
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Power Management: Set According to Workload

e Gaming;:
* Graphic processing take priority

* Runone processor core at full speed - latency

Processor matters more than throughput
core Vector Unit

e Disable vector units - such work is now on the
graphics unit

* Abitof 10 needed for sound and chat

* Memory controller busy - but cannot be given
full power since that would exceed the global
limit

Processor Memory
core Vector Unit controller

 Setting the trade-offs right is tricky

Graphics unit

* Actual performance can be very different from

System-on-Chip theoretical peak performance
Hypothetical chip, rather simplified

Guest Lecture at Uppsala University, DARK, 2025-05-19
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Heat: Limiting Factor

* Heat removalis often limiting practical performance

* Power can be fed, but the resulting heat cannot be removed
at the same rate

* Example:

* Nvidia A100 SXM4 die could generate up to 1100W is all
transistors switched at the same time

* Limited to 400W in designs due to aircooling
* =65% of the silicon is unused at any pointin time
* https://www.ri.se/en/news/blog/generative-ai-must-run-
using-liquid-cooling
Cooling a crucial part of system design

Noctua* DH15S cooler, image from e Heatsinks
https://noctua.at/en/press-images/NH-D15S e Fans and airflow

i S—
N —
-
.
_

Al

* Liquid cooling
Practical tip: If a computer does * Rule of thumb: cool 1W from 1mm?2

not seem to run optimally: check Note: RAM and SSDs use power and need cooling too
and clean fans and airflow

UPPSALA
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Power Consumption Examples

Some examples of power targets

* Maximize power/performance

The difference

Typical max for ultramobile laptop SoC g b d
etween max an

¢ Add SpeCIfIC accelerators High-end laptop CPU - Intel Ultra 9 285HX

- sustained power
° DeS|gn fOF effICIenCy Low-end GPU - Intel A380 gy
High-end desktop CPU - Intel i9-13900K g
 Stay within given envelope Midrange GPU - IntelA770  mmmmmmmm—m—
. Newer products provides
° ° ngh—end server CPU 2023 - Intel 8490H (60C) I f t
« Maximize performance (at all costs) mote performance
High-end server CPU 2025 - Intel 6781P (80C)  puu— same power

 Add more cores High-end server CPU 2023 - AMD EPYC 9684 (96¢)

Datacenter GPU 2022 - Nvidia A100

New GPU boosts Extreme GPU 2023 - RTX 4090
performance & power

* Add more dies with more cores

* Use higher clocks

Extreme GPU 2025 - RTX 5090

Datacenter GPU 2024 - AMD Mi300X

* =increase power to increase performance

Datacenter GPU 2025 - Nvidia B200

° Increasingly common in datacenter Al Maximize performance 0 100 200 300 400 500 600 700 800 900 1000
atall costs
TDP max ®TDP
Guest Lecture at Uppsala University, DARK, 2025-05-19 UPPSALA
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VLAB WO 6 ¥ ﬁt
astc

The ASTC VLABT
Simulator

Also known as my day job



ASTC Globally




Whatis a VLAB™ VDM?

Virtual Development Machines (VDMs) are virtualizations of embedded
hardware devices, running on a laptop, desktop, server, or in the cloud.

p VLAB™ VDM VLAB™ VDM VLAB™ VDM Graphical User
— Interface
Applications App App
Complete
target-compiled < _ AT - - B Hardware and
software stack Services — 0sS Base SW Software Debugger
MCAL (O BSP Hypervisor
\ Hardware Trace and
r ) Waveform Viewer
Virtual board VECU /VHPC
Virtualization of j;g{j
the target

Connectivity Storage
hardware system

l*{ggf Software Trace
ﬁE - Viewer
Connec tivity Storage
J

@' <= :
T Testbench creation

Buses Eth Switch )

PMIC HMI

» Industry leading, high-performance simulation of embedded hardware
= Scalable, on-demand capacity for CD/CI/CT flows
= Access for local and global development teams

VLAB NS/ /A (B RN \\ e comeena




Why use simulation
for software development?
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Simple: Embedded Hardware is Difficult

Physical test systems:
* Expensive
e Limited in number
* Difficult to use - built to run, not to develop

The operation depends on the environment
* Control systems need something to control
This engine is controlled by a * Testing “in the real world” can be interesting...

box like this (FADEC, Full Specia[ized com puters
Authority Digital Electronic * =cannot use a standard computer as a stand-in

Control): - Limited access
» Software load = updating FLASH
* Limited memory and storage for logs & trace
» Debug ports rare or non-existent
* And requires special interface hardware
* No userinterface
* Maybe not even a serial port or network login

https://www.mtu.de/engines/commercial-aircraft-engines/narrowbody-and-regional-jets/leap-1a/-1b/
https://www.safran-group.com/products-services/fadec-leap-pp20-full-authority-digital-engine-control-unit-leap-and-passport-20-engines

gl

VIE] \WORKS (7
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Embedded Hardware is Difficult

- S =

https://jaycarlson.net/2021/09/18/juggle-embedded-projects-home-office-workspace-tour/ https://jaycarlson.net/2021/09/18/juggle-embedded-projects-home-office-workspace-tour/
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Free Developers from Hardware Limitationssg

Unlimited access to targets for testing - Load software to the target system
use any PC, server, or cloud VM to run instantly — no complex flashing or
tests download flows

Apply any test configuration on- Automate any action in the target—the
demand — not limited by availability of simulator has perfect insight and
physical test rigs control

Configure the target beyond what Inject faults and provoke boundary
available hardware allows conditions for better test coverage

Construct arbitrary network Script target actions, irrespective of
topologies, without physical limitations target user interfaces

] \WORKS A/ R




Make Debugging Easier

Unlimited “hardware” breakpoints
Breakpoints on hardware events
Complete system inspection

Unintrusive trace and debug
* No timing disturbance
VoM * No software instrumentation/changes

Applications

" Software load

Applications e Deterministic re-execution
. Middeware
Python scripting and \‘ VI;:E\./Q:’I (O BSP ° GlObal SyStem StOp
control .
. S  Script debug
1= r € Connection * From debugger
L] / * From Python (for simulator-specific
[ ] actions
| = * Quickly iterate new software builds

VLAB Process )

-
VLAB WORKSTM ” '/ ' : " \ \ © ASTC 2025 | Confidential |




Virtual X-in-the-Loop Testing

° TeSt WithOUt the hardware Test and calibration tools
* Mirror real-hardware setups VLAB™ VDM
 Simulated input/output Al
put/outp o

* Real software stack

Services CDD

* Virtual system X-in-the-loop
» Software-in-the-loop
e Simulation-in-the-loop
e Hardware-in-the-loop
e Connect to the real world

Virtual ECU

Simulation of the Simulation of the world

¢ Real-netWOFk-in-the-IOOp controlled system A
» Attach test and calibration tools :": A
to the virtual platform o0—o )7

N WoRrks A /NN B R | - —




System-Level Virtualization: Digital Twin

VLAB™ VDM VLAB™ VDM

API-level simulators Applications Applications Applications

Hypervisor Services

Virtual ECU USRS

ij} Virtual ECU

VLAB™ VDM

RestBus simulator - fake nodes Applications

on the network . World simulation

Virtual ECU

© ASTC 2025 | Confidential |




Continuous Integration and Deployment

Apply learnings from
virtual runs to guide
development

Verify release and  Test software update

deplovment mechanisms (including
he over-the-air), code
systems

validation, code loading,
reporting and attestation

Code Deploy

Verify operations
and monitoring
systems

cl & CD

pWne

<
O
S
S

Virtually test operationsin a
Moni simulated world. Inject faults
_ hout h Test onitor and force unusual situations.
Ecalf testhg wit .gut ?l'fd""a"; ik Connect to operations &
ottlenecks. Prov! e agi ity and quic Execute tests, from management systems.
feedback loops. Virtualized x-in-the-loop. .
unit to system tests

& X-in-the-loop.
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“Shift Left”

. Hardware-software integration
> team waiting... Software development
Software stack
Hardware design Hardware design

Hardware design

Hardware-software integration on virtual

Shorter time-to-market is a
primary (but not the only)

Software team provides J
benefit

feedback on the design early

Software stack )

Hardware design T
\\I|
\

Software development

W] \WORKS®

Virtual platform is
developed alongside the
hardware development =
change overtime
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How does it Work?
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Virtualization for Embedded Systems

Real
software
stack

Hardware
running the
software

VLAB WIS o /

Applications

0S BSP

EC

U
Processor Memory mans
cores rymap
Memo Hardware
ry devices

Applications

Virtual ECU

Instruction-set
simulators
(1SS)

Simulated Simulated
memory devices
Simulated Simulated
storage networks

VLAB™ simulator process

Simulated
memory maps

Host operating system

Host computer
(PC, Server, Cloud, ...)

e\

* VDM (Virtual Development
Machine):

o Software simulation of the
hardware

-+ Runsthereal software -

without the hardware
 Fast - interactively useful

* Use cases:

* Effective software debug
Software analysis and test
Scaling CI/CD
Fault injection
Regression testing
Early hardware access

LLEAP Seminar, 2025-05-08




Inside The Virtual Platform

Applications

Linux/QNX

One or more core
clusters, of same or

different types A AL

Cortex-A Cortex-A

System devices: local timer.
interrupt controller, ...

Device Device
model model
Device Device
model model

VW] \WORKS (/A

Cortex-R

VLAB™ VDM

Firmware

ARM ARM ARM
Cortex-R Cortex-M

System System System
devices devices devices

Device Device Device
model model model
Device Device Virtio 10

model model device

SoC / Chip

Memory map

Virtio device models
providelOina
“paravirtual” way for
better performance

Serial port

12C
controller

Ethernet
controller

Memory
controller

Models of hardware

external to the main

SoC, but on the same
board

Real-time Network

AT s Clock PHY

PMIC
P EEPROM Sensor

Management IC)

RAM Memory Actuator

Boot FLASH

Virtual board / Virtual ECU

LLEAP Seminar, 2025-05-08

Virtual serial
console

Network
simulation

Environment
simulation

Virtual
graphics
console



Variants of Virtual

API-level simulator (“L3”) Virtual machine Language Virtual Machine

Applications Applications * Applications VM Applications
Middleware Middleware x86 Middleware
M @ 0S BSP Application process Language virtual

machine
a Automotive L3 Middleware
Simulator

Applications

RH85 VDM

0 Hardware

Application process

Embedded system VLAB simulator process Simulator process (Guest) Operating system Middleware
Host operating system Host operating system “IT” Virtual machine Host operating system

Host computer Host computer
(PC, Server, Cloud, ...) (PC, Server, Cloud, ...

Host computer
) (PC, Server, Cloud, ...)

Host computer
(PC, Server, Cloud, ...)

BSP = Board Support Package

OS = Operating System

@ RH850 used as a typical example = | X86 used as a typical ] JYM is used as a typical
of an embedded architecture host architecture language virtual machine

iWA3] \\VORKS" a “ © ASTC 2025 | Confidential |




Computer Architecture
Companies in Sweden
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“Computer Architecture” Companies in Sweden

Company Processor Hardware Chips Simulators
cores blocks and tools

Ericsson (Kista) https://www.ericsson.com *
Intel (Kista) https://www.intel.com * *
Arm (Lund) https://www.arm.com/ * »* *
Shortlink (Karlstad) https://shortlink.se/ »* * *
ZeroPoint (Goteborg) https://www.zeropoint-tech.com/ »* *
Gaisler (Goteborg) https://www.gaisler.com/ * * * * *
Fingerprint Cards (Goteborg) https://www.fingerprints.com * * *
Nordic Semiconductor (Stockholm) https://www.nordicsemi.com/ ? ? ? ?
MediaTek (Linkoping) https://www.mediatek.com * ? ? ?
Axis Communications (Lund) https://www.axis.com ? »* * »* »*
SAAB (Linkoping, Stockholm, ...) https://www.saab.com/sv/ * * * *
Qamcom (Goteborg, Stockholm) https://www.qgamcom.com/ * * *
Adtran (Stockholm) https://www.adtran.com/ * »* * *

Guest Lecture at Uppsala University, DARK, 2025-05-19 ] UPPSALA
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Thank You!

www.vliabworks.com

Virtual Platforms for Embedded Systems

www.astc-design.com

Advancing the Design of Electronic Systems



http://www.vlabworks.com/
http://www.astc-design.com
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